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Abstract—Recently, an analog neural network model, namely Wang’s kWTA, was proposed. In this model, the output nodes are defined as the Heaviside function. Subsequently, its finite time convergence property and the exact convergence time are analyzed. However, the discovered characteristics of this model are based on the assumption that there are no physical defects during the operation. In this brief, we analyze the convergence behavior of the Wang’s kWTA model when defects exist during the operation. Two defect conditions are considered. The first one is that there is input noise. The second one is that there is stochastic behavior in the output nodes. The convergence of the Wang’s kWTA under these two defects is analyzed and the corresponding energy function is revealed.

Index Terms—Convergence analysis, energy function, input noise, kWTA, output node stochastic.

I. INTRODUCTION

In conventional design, a traditional kWTA network consists of n nodes and n^2 connections [2], [10], [13]. By reformulating the k winners selection problem as a linear program, Jun Wang and his coworkers succeeded a much simpler structure to realize a kWTA network based on the idea of dual neural network (DNN) [5], [17], [18]. Here, we call it the Wang’s kWTA model. This model consists of n output nodes (which are defined as Heaviside activation functions), 2n connections, and a hidden node (which behaves as a recurrent state variable). Because of the Heaviside activation function, Wang in [18] proved the finite time convergence of this kWTA and later Xiao et al. in [20] derived the exact convergence time.

Because of its simple structure, this model is particularly suitable for hardware implementation. However, as known in the studies of fault tolerant neural network. Hardware implementation can never be perfect [8], [19], [21], [22]. For example, the electrical noise [21] from the power supplies or thermal effect may be injected into the input signals. In addition, the offset voltage of comparators may drift randomly [22]. In this regard, it is valuable to analyze the effects of input noise and output node stochastic on the dynamic behavior of the Wang’s kWTA model.
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Note that an identical model has been proposed independently in [9].
In [16], we already analyzed the effect of output node stochastic on the Wang’s $k$WTA model. The node stochastic is defined as a Logit function. That is to say, the probability that a node will output one follows the logistic function. This model is commonly used to model the faulty behavior of a neuron [1], [6], [8], [14] because of imperfect hardware implementation.

In this brief, we consider the Wang’s $k$WTA model under two defect conditions. The first one is that there are input noises in the input signals. We assume that the inputs are corrupted by zero mean Gaussian noise. The second one is that the output nodes have stochastic behavior. We call the Wang’s $k$WTA model under the two defect conditions as the stochastic Wang’s $k$WTA model. Our key contributions are as follows.

1) We show that there exists a unique equilibrium point in the dynamics of the stochastic Wang’s $k$WTA model. In addition, we investigate the position of the unique equilibrium point.

2) Since existing an equilibrium point does means that the state of the network will converge to the equilibrium point, this brief further shows that the dynamics of the stochastic Wang’s $k$WTA model converges the unique equilibrium point.

3) We also reveal the energy function of the stochastic Wang’s $k$WTA model. From the energy function, we briefly discuss the rate convergence of the stochastic Wang’s $k$WTA model.

In the next section, the original Wang’s $k$WTA model will be reviewed. The mathematical model of the stochastic Wang’s $k$WTA model is then defined in Section III. Comprehensive analysis of this stochastic $k$WTA model is presented in Section IV. Finally, we conclude this brief in Section V.

II. WANG’S $k$WTA

Fig. 1 shows the structure of the Wang’s $k$WTA model. It consists of three inputs. For a general $n$ inputs $k$WTA network, the inputs are denoted as $u_1, u_2, \ldots, u_n$, and the outputs are denoted as $x_1, x_2, \ldots, x_n$. Without loss of generality, we assume that the values of $u_i$s are all distinct and bounded by zero and one. Following Wang’s notation, we denote $\bar{u}_n, \bar{u}_{n-1}, \ldots, \bar{u}_{n-k+1}$ as the $k$ largest numbers, and $0 \leq \bar{u}_1 < \cdots < \bar{u}_n \leq 1$. The operation of the Wang’s $k$WTA network is given by the following state-space system:

$$
\epsilon \frac{dy(t)}{dt} = \sum_{i=1}^{n} x_i(t) - k
$$

(1)

$$
x_i(t) = g(u_i - y(t))
$$

(2)

where $g(s)$ is a comparator function

$$
g(s) = \begin{cases} 
1, & \text{if } s > 0 \\
0, & \text{otherwise}
\end{cases}
$$

(3)

for $i = 1, 2, \ldots, n$. The value $k$ in (1) is specified by the user. The state-variable $y$ corresponds to the output of the rightmost node in Fig. 1. By (1) and (2), $y(t)$ converges in finite time [18], [20].

III. STOCHASTIC WANG’S $k$WTA

As hardware implementation can never be perfect [21], [22], there are some stochastic behavior during the operation. For example, the electrical noise from the power supplies or thermal effect may be injected into the input signals. In addition, the output nodes may have stochastic behavior. This behavior may come from the random drift in the offset voltage of comparators [22].

A. Model

The $i$th input is denoted as $\tilde{u}_i(t) = u_i + \delta_i(t)$. It is composed of a constant value $u_i$ and a random noise $\delta_i(t)$, where the probability density function of $\delta_i(t)$ is given by the following:

$$
P(\tilde{u}_i(t) | u_i) = \sqrt{\frac{\alpha_i}{2\pi}} \exp \left( -\frac{\alpha_i (\tilde{u}_i(t) - u_i)^2}{2} \right)
$$

(4)

the parameter $\alpha_i$ corresponds to the inverse of the noise variance.

The $i$th output at time $t$ is denoted as $\tilde{x}_i(t) \in [0, 1]$. If the comparator function (3) has the stochastic behavior, the dynamics of the stochastic Wang’s $k$WTA is given as follows:

$$
\epsilon \frac{dy}{dt} = \sum_{i=1}^{n} \tilde{x}_i(t) - k
$$

(5)

where the probability mass function of the output is given by

$$
\begin{aligned}
\text{Probit}(\tilde{x}_i(t) = 1 | y(t), \tilde{u}_i(t)) &= \sqrt{\frac{\alpha_i}{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{\alpha_i (z - \tilde{u}_i(t))^2}{2} \right) dz \\
&= \sqrt{\frac{\alpha_i}{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{\alpha_i z^2}{2} \right) dz
\end{aligned}
$$

(6)

$\dagger$[18, eqs. (29) and (30)].
for all $i = 1, 2, \ldots, n$. The parameter $a_O$ in (6) controls the shape of the Probit function. It controls the stochastic behavior of the output nodes. If this stochastic behavior comes from the random drift of the offset voltage, the parameter $a_O$ corresponds to the inverse of the random drift’s variance and the distribution of the random drift is zero mean Gaussian.

The output variable $x_i(t)$ is now a binary random variable. The definition of the dynamical change of $y(t)$ in (5) is not formal. Precisely, the dynamical change of $y(t)$ should be given in integral form as follows:

$$e(y(t + \tau) - y(t)) = \sum_{i=1}^{n} \int_{t}^{t+\tau} \tilde{x}_i(\tau)d\tau - k\tau$$

(7)

or

$$y(t + \tau) = y(t) + \frac{1}{\epsilon} \sum_{i=1}^{n} \int_{t}^{t+\tau} \tilde{x}_i(\tau)d\tau - k\tau$$

(8)

For $\tau$ is small, we have

$$y(t + \tau) = y(t) + \frac{\tau}{\epsilon} \sum_{i=1}^{n} \text{Prob}(\tilde{x}_i(t) = 1|y(t), u_i) - k \right\}$$

(9)

where

$$\text{Prob}(\tilde{x}_i(t) = 1|y(t), u_i) = \int_{-\infty}^{\infty} \text{Probit}(\tilde{x}_i(t) = 1|y(t), \tilde{u}_i)P(\tilde{u}_i|u_i)d\tilde{u}_i.$$  \hspace{1cm} (10)

By (4) and (6), (10) can be rewritten as follows:

$$\text{Prob}(\tilde{x}_i(t) = 1|y(t), u_i) = \frac{\sqrt{a_Oa_I}}{2\pi} \int_{y(t)}^{\infty} \left[ \int_{-\infty}^{\infty} \exp\left(-\frac{a_O(z - \tilde{u}_i)^2}{2}\right) \times \exp\left(-\frac{a_I(\tilde{u}_i - u_i)^2}{2}\right) d\tilde{u}_i \right] dz.$$  \hspace{1cm} (11)

It should be noted that

$$\int_{-\infty}^{\infty} \exp\left(-\frac{a_O(z - \tilde{u}_i)^2}{2}\right) \exp\left(-\frac{a_I(\tilde{u}_i - u_i)^2}{2}\right) d\tilde{u}_i$$

$$= \int_{-\infty}^{\infty} \exp\left(-\frac{a_O(z - \tilde{u}_i)^2}{2} - \frac{a_I(\tilde{u}_i - u_i)^2}{2}\right) d\tilde{u}_i.$$  \hspace{1cm} (12)

Let $\delta_i = \tilde{u}_i - u_i$, we can obtain

$$= \frac{-a_O(z - \tilde{u}_i)^2}{2} - \frac{a_I(\tilde{u}_i - u_i)^2}{2}$$

$$= \frac{-a_O(z - u_i - \delta_i)^2}{2} - \frac{a_I(\tilde{u}_i - u_i)^2}{2}$$

$$= \frac{-a_O(z - u_i)^2}{2} - \frac{a_O + a_I}{2} \delta_i^2 + a_O(z - u_i)\delta_i$$

$$= \frac{a_Oa_I(z - u_i)^2}{2(a_O + a_I)} - \frac{a_O + a_I}{2} \left( \delta_i - \frac{a_O(z - u_i)}{a_O + a_I} \right)^2.$$

(13)

Put (13) in (12), we can obtain

$$\int_{-\infty}^{\infty} \exp\left(-\frac{a_O(z - \tilde{u}_i)^2}{2} - \frac{a_I(\tilde{u}_i - u_i)^2}{2}\right) d\tilde{u}_i$$

$$= \exp\left(-\frac{a_Oa_I(z - u_i)^2}{2(a_O + a_I)}\right)$$

$$\times \int_{-\infty}^{\infty} \exp\left[-\frac{a_O + a_I}{2} \left( \delta_i - \frac{a_O(z - u_i)}{a_O + a_I} \right)^2\right] d\delta_i$$

$$= \sqrt{\frac{2\pi}{a_O + a_I}} \exp\left(-\frac{a_Oa_I(z - u_i)^2}{2(a_O + a_I)}\right).$$  \hspace{1cm} (14)

Put (14) in (11), we finally obtain

$$\text{Prob}(\tilde{x}_i(t) = 1|y(t), u_i) = \sqrt{\frac{a_Oa_I}{2\pi(a_O + a_I)}} \int_{y(t)}^{\infty} \exp\left(-\frac{a_Oa_I(z - u_i)^2}{2(a_O + a_I)}\right) dz.$$  \hspace{1cm} (15)

For simplicity, we let

$$f(y(t), u_i) = \text{Prob}(\tilde{x}_i(t) = 1|y(t), u_i)$$

$$a = \frac{a_Oa_I}{a_O + a_I}.$$  \hspace{1cm} (16)

(17)

With (16) and (17), the probability mass function of the $i$th output node is given by the following:

$$f(y(t), u_i) = \sqrt{\frac{a}{2\pi}} \int_{y(t)}^{\infty} \exp\left(-\frac{(z - u_i)^2}{2}\right) dz.$$  \hspace{1cm} (18)

where the parameter $a$ describes the overall effect of the input noise and the output node stochastic behavior. Fig. 2 shows the shape of $f(y, u_i)$ for $u_i = 0.5$ and $a = 100$.

It should be noted from (9), (10), (15), and (18) that the analysis on the dynamic behavior of the stochastic Wang’s kWTA can equally be applied to other special cases as shown in Table I.

$^2$One should note that $f(y(t), u_i)$ specifies the firing rate of the $i$th output node.
TABLE I

<table>
<thead>
<tr>
<th>$a_I$</th>
<th>$a_O$</th>
<th>$a$ Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;\infty$</td>
<td>$&lt;\infty$</td>
<td>$&lt;\infty$ Input noise and stochastic output nodes</td>
</tr>
<tr>
<td>$&lt;\infty$</td>
<td>$=\infty$</td>
<td>$a_I$ Input noise only</td>
</tr>
<tr>
<td>$=\infty$</td>
<td>$&lt;\infty$</td>
<td>$a_O$ Stochastic output nodes only</td>
</tr>
<tr>
<td>$=\infty$</td>
<td>$=\infty$</td>
<td>$=\infty$ Original Wang’s kWTA</td>
</tr>
</tbody>
</table>

B. Illustrative Example

Fig. 3 shows four cases on the dynamics of $y(t)$. The values of the input variables are 0.5, 0.7, 0.8, 0.4, 0.1, and 0.3, where $\epsilon = 0.0001$. The parameter $a$ is set to 20, 40, 100, and $\infty$. The stochastic model with $a = \infty$ corresponds to the original Wang’s kWTA. It is clear that the convergence behavior of $y(t)$ and the convergence time are quite different from those obtained in the original Wang’s kWTA. For the case that $y(0) = 0$ ($y(0) = 1$), the dynamics of $y(t)$ can be roughly distinguished in two phases. In the initial phase, the change of $y(t)$ is rapid. Once $y(t)$ has reached a value above 0.5 (below 0.7), it increases (decreases) in a rate proportional to $\log(t)$. If the value of $a$ increases, the rate further reduces.

IV. ANALYSIS

With defects in the model, it is critical to investigate if the network converges. If $y(t)$ converges, where will it be. To answer these questions, we need to analyze the dynamics of $y(t)$. This section first shows that $y(t)$ converges. Then, the convergent of $y(t)$ is derived. Finally, the energy function is revealed. Without loss of generality, our analysis is based on the general form of $f(y(t), u_1)$ in (16).

A. Equilibrium Point

By (9), (16), and (18), we obtain

$$y(t + \tau) = y(t) + \frac{\tau}{\epsilon} \left( \sum_{i=1}^{n} f(y(t), u_i) - k \right)$$

(19)

for $\tau$ is small.

Theorem 1 (Existence of Equilibrium): Consider stochastic Wang’s kWTA with bounded inputs $u_1, u_2, \ldots, u_n$. For any constant $a$, there exists a unique equilibrium point $y^*$ such that $\sum_{i=1}^{n} f(y^*, u_i) - k = 0$. In addition, if $a$ is sufficient large, $y^* = (\bar{u}_{n-k} + \bar{u}_{n-k+1})/2$, where $a = (a_O a_I)/(a_O + a_I)$.

Proof: For the uniqueness property, we let

$$F(y) = \sum_{i=1}^{n} f(y(t), u_i) - k.$$  

(20)

It is thus clear that $F'(y) < 0$ as $f'(y, u_i) < 0$ for all $i = 1, \ldots, n$. In virtue of $\lim_{y \to -\infty} F(y) > 0$ and $\lim_{y \to \infty} F(y) < 0$, there exists a unique $y^*$ such that $F(y^*) = 0$.

Recall that $0 < \bar{u}_1 < \bar{u}_2 < \cdots < \bar{u}_n < 1$. For $a \gg 1$, we can assume that

$$f(y^*, \bar{u}_1) = \cdots = f(y^*, \bar{u}_{n-1}) = 0$$

and

$$f(y^*, \bar{u}_{n-k+1}) \cdots = f(y^*, \bar{u}_n) = 1.$$  

In this regard

$$f(y^*, \bar{u}_{n-k}) + f(y^*, \bar{u}_{n-k+1}) - 1 = 0$$

or

$$f(y^*, \bar{u}_{n-k}) = 1 - f(y^*, \bar{u}_{n-k+1}).$$

On the other hand, we can obtain by (18) that

$$\sqrt{\frac{a}{2\pi}} \int_{y^*}^{\infty} \exp \left( -\frac{a(z - \bar{u}_{n-k})^2}{2} \right) dz = \frac{1}{2} - \sqrt{\frac{a}{2\pi}} \int_{0}^{y^* - \bar{u}_{n-k}} \exp \left( -\frac{a z^2}{2} \right) dz.$$  

Note that $y^* < \bar{u}_{n-k+1}$

$$\sqrt{\frac{a}{2\pi}} \int_{y^*}^{\infty} \exp \left( -\frac{a(z - \bar{u}_{n-k+1})^2}{2} \right) dz = \frac{1}{2} + \sqrt{\frac{a}{2\pi}} \int_{0}^{\bar{u}_{n-k+1} - y^*} \exp \left( -\frac{a z^2}{2} \right) dz.$$
Thus \( f(y^*, \bar{u}_{n-k}) = 1 - f(y^*, \bar{u}_{n-k+1}) \) and hence
\[
\frac{\alpha}{\sqrt{2\pi}} \int_0^{y^*-\bar{u}_{n-k}} \exp \left( -\frac{\alpha^2 z^2}{2} \right) dz = \frac{\alpha}{\sqrt{2\pi}} \int_0^{\bar{u}_{n-k+1}-y^*} \exp \left( -\frac{\alpha^2 z^2}{2} \right) dz.
\]
Therefore, \( y^* - \bar{u}_{n-k} = \bar{u}_{n-k+1} - y^* \) and then \( y^* = (\bar{u}_{n-k} + \bar{u}_{n-k+1})/2 \). The proof is completed. □

From the above theorem, we can find that the firing rates of the output nodes with inputs \( \bar{u}_{n-k} \) and \( \bar{u}_{n-k+1} \) are
\[
\frac{1}{2} - \frac{\alpha}{\sqrt{2\pi}} \int_0^{\bar{u}_{n-k+1}-\bar{u}_{n-k}} \exp \left( -\frac{\alpha^2 z^2}{2} \right) dz
\]
and
\[
\frac{1}{2} + \frac{\alpha}{\sqrt{2\pi}} \int_0^{\bar{u}_{n-k+1}-\bar{u}_{n-k}} \exp \left( -\frac{\alpha^2 z^2}{2} \right) dz.
\]
respectively.

**B. Convergence Proof**

Now, we can state the convergence theorem regarding the convergence of \( y(t) \) defined by (4)–(6).

**Theorem 2 (Convergence):** Consider stochastic Wang’s kWTA with bounded inputs \( u_1, u_2, \ldots, u_n \). For any constant \( a, \lim_{t \to \infty} y(t) = y^* \). If furthermore, \( a \) (i.e., \( a_O a_I / a_I + a_I \)) is sufficient large, \( \lim_{t \to \infty} y(t) = (\bar{u}_{n-k} + \bar{u}_{n-k+1})/2 \).

**Proof:** For the first part of the theorem, we let \( y^* \) be the equilibrium point. Therefore, we can have the equality that
\[
\sum_{i=1}^{n} f(y^*, u_i) = k.
\]

For large \( t \), \( y(t + \tau) = y^* + \Delta y(t + \tau) \) and \( y(t) = y^* + \Delta y(t) \). From (19), we can obtain
\[
\Delta y(t + \tau) = \Delta y(t) + \frac{\tau}{\epsilon} \left\{ \sum_{i=1}^{n} f(y(t), u_i) - k \right\}
\]
\[
= \Delta y(t) + \frac{\tau}{\epsilon} \left\{ \sum_{i=1}^{n} \left( f(y(t), u_i) - f(y^*, u_i) \right) \right\}.
\]
Note that \( \sum_{i=1}^{n} f(y, u_i) \) is a continuous function of \( y \). By Mean Value Theorem, there exists \( \zeta(t) \in [y(t), y^*] \) such that
\[
\sum_{i=1}^{n} f(y(t), u_i) - f(y^*, u_i) = \sum_{i=1}^{n} f'(\zeta(t), u_i) \Delta y(t).
\]

In (23)
\[
f'(\zeta(t), u_i) = \frac{\partial}{\partial y} f(y, u_i) \bigg|_{y=\zeta(t)}.
\]
Therefore, from (22) and (23) we can obtain
\[
\Delta y(t + \tau) = \left\{ 1 + \frac{\tau}{\epsilon} \sum_{i=1}^{n} f'(\zeta(t), u_i) \right\} \Delta y(t).
\]
From (18), we can obtain
\[
f'(\zeta(t), u_i) = -\sqrt{\frac{\alpha}{2\pi}} \exp \left( -\frac{\alpha(\zeta(t) - u_i)^2}{2} \right).
\]
Therefore
\[
-\sqrt{\frac{\alpha}{2\pi}} \leq f'(\zeta(t), u_i) < 0
\]
for all \( u_i, \zeta(t) \in R \). As for any arbitrary values of \( a, n, \) and \( \epsilon \), we can define \( 0 < \tau < \epsilon \sqrt{\frac{2\pi}{n}} a \) such that
\[
0 < 1 + \frac{\tau}{\epsilon} \sum_{i=1}^{n} f'(\zeta(t), u_i) < 1.
\]
Hence from (24), we can readily show that
\[
\lim_{m \to \infty} \Delta y(t + m\tau) = 0.
\]
In other words, \( y(t) \) converges to \( y^* \).

If furthermore, \( a \) is sufficient large, by Theorem 1, \( \lim_{t \to \infty} y(t) = (\bar{u}_{n-k} + \bar{u}_{n-k+1})/2 \). Hence, the proof is completed. □

**C. Energy Function**

It should also be noted that (19) can be rewritten as follows:
\[
y(t + \tau) = y(t) - \frac{\tau}{\epsilon} \frac{\partial V}{\partial y} \big|_{y=y(t)}
\]
where \( V(y) \) is the energy function.

**Theorem 3 (Energy Function):** The energy function governing the dynamics of the stochastic Wang’s kWTA is given by
\[
V(y) = \left( k - \frac{n}{2} \right) y + \frac{1}{2} \sum_{i=1}^{n} (y - u_i) \text{erf} \left( \sqrt{\frac{\alpha}{2}} (y - u_i) \right)
\]
\[
+ \frac{1}{\sqrt{2\pi} \alpha} \sum_{i=1}^{n} \exp \left( -\frac{\alpha}{2} (y - u_i)^2 \right) + \frac{1}{2} \sum_{i=1}^{n} u_i.
\]

**Proof:** From (27), we can obtain the energy by finding the following indefinite integral:
\[
V(y) = \int F(y) dy
\]
where \( F(y) \) is defined in (20). Denote the cumulative distribution function of the standard Gaussian distribution as \( \Phi(s) \). Then, \( f(y, u_i) = 1 - \Phi \left( \sqrt{\alpha} (y - u_i) \right) \). As a result, We obtain
\[
V(y) = (k - n)y + \sum_{i=1}^{n} \int \Phi \left( \sqrt{\alpha} (y - u_i) \right) dy.
\]
\[
\Phi(s) \text{ can be expressed in term of the error function erf}(s/\sqrt{2}) \text{ as follows:}
\]
\[
\Phi(s) = \frac{1}{2} + \frac{1}{\sqrt{2}} \text{erf} \left( \frac{s}{\sqrt{2}} \right).
\]
3The erf(·) function in (28) is the error function. It is defined as follows:
\[
\text{erf}(s) = \frac{2}{\sqrt{\pi}} \int_0^s \exp(-t^2) dt.
\]

Let $w_i = \sqrt{\frac{\alpha}{2}}(y - u_i)$, (29) can be rewritten as follows:

$$V(y) = (k - \frac{n}{2})y + \frac{1}{2} \sum_{i=1}^{n} \text{erf}\left(\sqrt{\frac{\alpha}{2}}(y - u_i)\right) dy$$

$$= (k - \frac{n}{2})y$$
$$+ \sqrt{\frac{1}{2\alpha}} \sum_{i=1}^{n} \sqrt{\frac{\alpha}{2}}(y - u_i) \text{erf}\left(\sqrt{\frac{\alpha}{2}}(y - u_i)\right)$$
$$+ \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{(y - u_i)^2}{2}\right) \right) \right).$$

Therefore

$$V(y) = (k - \frac{n}{2})y + \frac{1}{2} \sum_{i=1}^{n} (y - u_i) \text{erf}\left(\sqrt{\frac{\alpha}{2}}(y - u_i)\right)$$
$$+ \frac{1}{\sqrt{2\pi\alpha}} \sum_{i=1}^{n} \exp\left(-\frac{(y - u_i)^2}{2}\right) + \kappa$$

(31)

where $\kappa$ is a constant depended on the boundary condition of $V(y)$.

To find the constant, we need to consider the situation that $\alpha \rightarrow \infty$. In such case, the $k$WTA network reduces to the original Wang’s $k$WTA. Let $V_\infty(y)$ denote the corresponding energy function

$$V_\infty(y) = \left(k - \frac{n}{2}\right)y + \frac{1}{2} \sum_{i=1}^{n} (y - u_i) \text{sgn}(y - u_i) + \kappa$$

$$= \left(k - \frac{n}{2}\right)y + \frac{1}{2} \sum_{i=1}^{n} |y - u_i| + \kappa.$$ 

(32)

Clearly

$$V_\infty(0) = \frac{1}{2} \sum_{i=1}^{n} u_i + \kappa, \quad V_\infty(1) = k - \frac{1}{2} \sum_{i=1}^{n} u_i + \kappa.$$ 

To be consistent with boundary conditions obtained in [16] for the original Wang’s $k$WTA, i.e., 1) $V(0) = \sum_{i=1}^{n} u_i$, and 2) $V(1) = k$, the constant term $\kappa$ is defined as follows:

$$\kappa = \frac{1}{2} \sum_{i=1}^{n} u_i.$$ 

Put it in (31), we thus can obtain (28). The proof is completed.

**D. Discussion**

In the original Wang’s model, if the initial state $y(0)$ is equal to 0 (1), the state of the network converges to $\bar{u}_{n-k}$ ($\bar{u}_{n-k+1}$). In the stochastic Wang’s model, it is clear from Theorem 2 that the state of the network converges to $y^* = (\bar{u}_{n-k} + \bar{u}_{n-k+1})/2$.

In addition, (27) and (28) tell us that the dynamic change of the stochastic model can be treated as a gradient descent algorithm that minimizes the energy function $V(y)$ given by (28). Fig. 4 shows the shape of this energy function if the inputs are 0.5, 0.7, 0.8, 0.4, 0.1, and 0.3; $\alpha = 20, 40, 100$, and $\infty$, respectively. Here $k = 2$. From the figure, it is clear that $V(y)$ has just one minimum for $\alpha < \infty$. The shape of $V(y)$ around the minimum is almost flat for $\alpha = 100$. This can also explain why the convergence rate of $y(t)$ when it is close to the convergent is very small. That means, even if the input noise is small ($\alpha_I$ is large) or the stochastic behavior of the output nodes is small ($\alpha_O$ is large), the convergence rate of $y(t)$ is very slow when $y(t)$ is around the equilibrium point. For $\alpha \rightarrow \infty$, i.e., the output nodes are deterministic, the model becomes the original Wang’s model. In this case, $V(y)$ is a continuous piecewise linear function as shown in Fig. 4. The value of $V(y)$ is constant for all $y \in (0.5, 0.7)$.

**V. Conclusion**

In addition to the work done by Jun Wang on DNN-based $k$WTA, we analyzed in this brief the convergence behavior of the Wang’s $k$WTA model when defects exist during the operation. Two defect conditions were considered. The first one was that there are input noise. The second one was that there was stochastic behavior in the output nodes. The existence of equilibrium was proved and stated in Theorem 1. The convergence behavior had analyzed and stated in Theorem 2. The corresponding energy function governing the dynamics of the model was revealed and stated in Theorem 3. Under very mild condition, which was $\alpha \gg 1$, we shown that the state variable $y(t)$ converged to the middle point in between the $\bar{u}_{n-k}$ and $\bar{u}_{n-k+1}$.

All these results provided an in-depth understanding on the convergence rate of the Wang’s $k$WTA model when its input nodes were corrupted by additive noise and its output nodes were not perfectly implemented as Heaviside functions. From the shape of the energy function and the simulation results, it was found that the convergence rate of $y(t)$ was small when it was close to the equilibrium, which was proportional to $\log(t)$. This convergence rate further reduced when the parameter $\alpha$ increased. Although the results depicted in this brief focused on the Wang’s $k$WTA with input noise and stochastic output node, the analytical results applied to the cases that the Wang’s $k$WTA with only input node noise (i.e., $\alpha = \alpha_I$, $\alpha_I < \infty$, and $\alpha_O \rightarrow \infty$) and the Wang’s $k$WTA with only output node stochastic (i.e., $\alpha = \alpha_O$, $\alpha_O < \infty$, and $\alpha_I \rightarrow \infty$).
REFERENCES


Controlability and Observability of Boolean Control Networks With Time-Variant Delays in States

Lijun Zhang and Kuize Zhang

Abstract—This brief investigates the controllability and observability of Boolean control networks with (not necessarily bounded) time-variant delays in states. After a brief introduction to converting a Boolean control network to an equivalent discrete-time bilinear dynamical system via the semi-tensor product of matrices, the system is split into a finite number of subsystems (constructed forest) with no time delays by using the idea of splitting time that is proposed in this brief. Then, the controllability and observability of the system are investigated by verifying any so-called controllability constructed path and any so-called observability constructed paths in the above forest, respectively, which generalize some recent relevant results. Matrix test criteria for the controllability and observability are given. The corresponding control design algorithms based on the controllability theorems are given. We also show that the computing complexity of our algorithm is much less than that of the existing algorithms.

Index Terms—Boolean control network, controllability, observability, semi-tensor product of matrices, time delay.

I. INTRODUCTION

In recent years, systems biology—the study of the behavior and relationships of all the cells, proteins, DNA, and RNA in a biological system, named cellular networks—has emerged as a notable field of study [1]. The Boolean network, introduced first by [2] and then developed by [3] and [4], and others, has become a powerful tool in describing, analyzing, and simulating the cellular networks and genetic regulatory networks. It was pointed out in [11] that “One of the major goals of systems biology is to develop a control theory for complex biological systems.” Hence, it is of practical significance to investigate the control problems of Boolean networks.

Controllability and observability are two basic and challenging problems in the theory of Boolean control networks. The concept of the controllability of Boolean control networks was proposed in [11]. However, no unified test criterion for the controllability and observability was available until 2009, when Cheng and Qi [9] first gave the definitions and corresponding test criteria for the controllability and observability of Boolean control networks.
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